8.1.8 The likelihood function is given by L (:cl, ce Ty |U2) =

o M exp {friz Sy (s — uo)Q} . By factorization (Theorem 6.1.1),

S (i — po)? is sufficient. Further, E,e (Z?:l (x; — MO)Z) =no?, so

ntY L (i — 110)” is unbiased for 2. Since this sufficient statistic is complete,
we have that n=' 327" | (z; — po)” is UMVU for o2

8.1.12 The likelihood function is given by L (z1,...,z,|60) = 6" whenever
0 > x(,) and 0 otherwise. Therefore, when we know z(,,) we know the likelihood
function and so z(,) is sufficient. Then x(,) has density given by O~"nz"~t for
0<x<0and E (z(,) = foe 0~ "nx" dxr = % x"+1’g = 40. So 2l ) is
UMVU for 6.

8.1.16 We have that
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where X = (n — 1) s?/0? ~ x*(n—1). So E(, »2) (X) = n—1and Var(, ,2) (X) =
2(n — 1), which implies B, ,2) (X?) = 2(n — 1) + (n — 1)*. Differentiating the
above expression with respect to ¢, and setting the derivative equal to 0, gives
that the optimal value satisfies
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We have that the bias equals
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n—1 1> 5 —20202.
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8.1.22 The log-likelihood function is given by I (8| z1, ..., 2,) = nagln f—FnZ,
so S (Blx1,...,1n) =nag/B—nz, S (B|x1,...,7,) = —nag/B?, which implies
I(B) = nag/B?%. Since ¥ (8) = 71,9 (B) = —F~2 the information lower bound
for unbiased estimators is given by (1/[34) (Bz/nao) = 1/napB?. Note that
by Exercise 8.1.7 Z/ag is UMVU for =1 and this has variance ag/nadp? =
1/napB3?, which is the Cramer-Rao lower bound.

8.2.8 What we care in optimal hypothesis testing theory is type I and II errors,
i.e., significance level and power function. Hence, we must ignore the difference



of two test procedures whenever two tests have the same significance level and
the same power function.

8.2.13 We have that Ep (¢) = « for every 0, so it is of exact size . For this
test, no matter what data is obtained, we randomly decide to reject Hy with
probability a.

8.2.14 Suppose that g is a size a UMP test for a specific problem and let ¢
be the test function of Problem 8.2.13. Then for # such that the alternative is
true we have that Ey (vo) > Fog (p) = a, so ¢ is unbiased.

8.2.20 The UMP size « test for Hy : A = A\g versus Hy : A = Ay is of the form
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or, equivalently, whenever nZ (In A\ —InXg) > (A1 — Ag) Inc¢g, and since A; >
Ao, this is equivalent to rejecting whenever nZ > (A; — Ag) Inco/ (In Ay —In Ag).
Now recall that nZ ~ Poisson(n\g) under Hy so we must determine the smallest
k such that Py, (nZ > k) < aand then put vy = (o — Py, (nT > k)) /Py, (nZT = k).
Since this test does not involve A1, it is UMP size « for Hy : A = )\0 versus Hy :
A > Xg. From Problem 8.2.19 we have that P\ (nz > k) <1 - f/\ Te Y dy,
and we see that this is increasing in A. Therefore, thls test is UMP size « for
: A< Mg versus Hg : A > \g.

8.2.21 When Hy : 1 = pp holds, the log-likelihood and score functions are given
by I (21, 2| 0%) = —nlno® — 55 S (¢ — o), S (21, ..., 20| 0?) =

5+ 5L 3" (@ — o). Then S (x1,...,2,]0%) = 0 leads to the MLE
fir, = o, 0, = = >y (@ — 1o)?, and the maximized log-likelihood equals

L(z1,...,2,|6%,) =nlnn—nln} " (2 — po)? — 1.
When H, : i # o holds, the log-likelihood function is given by
2
l(xla-- xn|l/[" 2) nlno' —# :Lnl(x_l’(’) .

By Example 6.2.6 the MLE is given by i = 2,62 =1 Y"" | (v — z)? and the
maximized log-likelihood is given by [ (xl, cey Xy | [1, G TS =

nlnn—nlnd " | (z - z)? - %. Then the likelihood ratio test rejects whenever
2( (21, 20 |,6%) = U(z1,. .. 20 | 6F,))
- 2 - 2 Do (@ — MO)2
=2 —nan(m—f) —|—nan(m—,u0) =2nn &= S gy,
i=1 i=1 >iey (z—T)

where x1_,, is the (1 — a)th quantile of the 2 (2 — 1) = x? (1) distribution.



