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Abstract

The likelihood statistic guides statistical analysis in almost all areas of
application. A precise definition of likelihood statistic is given, and simple
and easy to use criteria are proposed to establish under weak conditions that
minimal sufficiency in statistics emerges from observed likelihood functions.
Some examples are presented.
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1 Introduction

With model fy(z), the observed likelihood function from xg is cfy(xg) where ¢ is an
arbitrary positive constant; this can be formalized in terms of an equivalence class
R(fg(x0)) = {cfo(xo),c € RT} of functions on the parameter space, say Q. The
likelihood map L(f|z) is defined as the mapping that carries a point z in the sample
space X to R(fs(z)), see Naderi [14] or Fraser et al [8]. Fisher [4]-[7] noted that the
general dependence of L(f|x) on z is that of minimal sufficiency but did this without
detailed formulation. Neyman [15], Halmos and Savage [10], Lehmann and Scheffé
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[12], Dynkin [3] and Bahadur [1] extended Fisher’s results. The theory of minimal
sufficiency was initiated by Lehmann and Scheffé [12] and Dynkin [3]. Pitcher [16]
constructed a family of probability measures for which a minimal sufficient statistic
did not exist. Landers and Rogge [11] showed that even for a dominated family of
probability measures a minimal sufficient statistic did not exist. Barndorff-Nielsen et
al [2] and Fraser et al [8] however showed that the minimal sufficient statistic exists
under some regularity conditions. This paper establishes that minimal sufficiency in
statistics emerges from the observed likelihood functions under weak conditions.

2 Likelihood Partition

For each 6 in €, let (X, B, Py) be a probability space, Py be absolutely continuous with
respect to a o-finite measure p, and fg(x) be the probability density of Py with respect
to p. Suppose P ={Py : 6 € Q} and F = {fo(z) : 0 € Q}. For each 0, fy(x) is unique
up to a set of p-measure zero. The general uniqueness of fy(x) however, is required

for the definition of our mappings. This may be achived by defining the probability
Py (En)
: o0 WER) .
and possessing some covering properties. For a detailed treatment see for example

Naderi [14] or Fraser et al [8]. The question of the existence, in general, of a minimal
sufficient partition or the associated statistic involves measure theoretic difficulties and
some regularity conditions need to be imposed on F. Two such regularity conditions
are:

Separability Condition. F is separable if there exists a fixed countable subset
Fo =A{fo(x) : 0 € Qp} of F such that for each fy(x) in F there is a sequence {fy, (x)}
in Fq for which

density fy(z) as the lim, for all sequences {E,} converging regularly to x

/ o) — fo, (@)ldpu(z) — 0
X

as n — oo. In this case Fq is said to be dense in F. When X is a Euclidean space,
the class of probability densities is a separable metric space with distance defined by
dg,h) = [y lg(x) — h(x)|du(z).

Continuity Condition. F is continuous on € if €2 is a separable metric space and if,
for each = in X, fp(z) is continuous in 6. The Continuity Condition is stronger than
the Separability Condition.

Let RS be the class of all functions from Q to Ry = [0,00) and let R = {R(g) : g €
RSt} where R(g) = {cg : ¢ > 0} is the same class reduced modulo the scale group. An
element R(fp(x)) of R is called the likelihood function from z. The likelihood map
L is the function from X to R that maps 2 in X to R(fs(x)). For countable Q the
likelihood map is always minimal sufficient. For a general 2, however, the likelihood
map is minimal sufficient under the Continuity Condition, and the restricted likelihood
map to Qg say L|Qp, is minimal sufficient under the Separability Condition, see Naderi
[14] or Fraser et al [8]. The partition of X induced by both L and L|Qy coincides with
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the minimal sufficient partition proposed by Lehmann and Scheffé [12] a.e.[P], see
McDunnough et al [13].

The standardized likelihood map is defined as follows. There is a countable subfamily
{Psx,n > 1} of P which is equivalent to P (Halmos and Savage [10]), and a Probability
measure A on B defined by

[e.e] oo
ME) =Y anPp(E) , Y an=1, an>0,
n=1 n=1
which is equivalent to P. Let f be the probability density of A with respect to . Then
o0
fl@) =" anfo ()
n=1

except on a set N of u measure zero. Let N = {x : f(z) = 0}, then A\(N2) = 0. Since
A is equivalent to P, Py(N3) = 0 for every 6 in Q. If N = N;U Ny, since u dominates P
and Ns is a null set for P, then N is a null set for P. The standardized likelihood map
is a mapping r from X to R that carries z in X — N to gy = dPy/d)\ = fo(2)/f ().
The values of r on N are immaterial and may be defined arbitrarily.

Barndorff-Nielsen et al [2] have shown that 7 is minimal sufficient under the Con-
tinuity Condition in the Bahadur sense. Their result may also be obtained via the
following theorem and the fact that the likelihood map is minimal sufficient under the
Continuity Condition; or more directly by showing that the partition of X induced
by r coincides a.e.[P] with the minimal sufficient partition proposed by Lehmann and
Scheffé [12], see McDunnough et al [13]. As L|€ is a minimal sufficient statistic under
the Separability Condition this theorem also implies that r|Q, the restriction of r to
Qg, is minimal sufficient statistic under the Separability Condition.

Theorem 1. L and r induce the same partition of X, a.e.[P].
Proof. For each z and y in X — N let r(x) = r(y). Then gy(x) = qo(y) or

fo(x)/f(x) = fo(y)/f(y). This may be written as

B PO PO
fo(z) = f(y)fe(y) fo(y) f(x)fa( )

Hence R(fg(x)) = R(fo(y)) and thus L(x) = L(y). Now for each z and y in X — N
let L(z) = L(y). Then by definition R(fy(z)) = R(fp(y)).This implies that there is a
nonnegative function h(z,y) such that for each 0, fy(x) = h(z,y)fo(y). But

fl@) = > an for () = anh(z,y)fo; (y)
n=1 n=1

= h(z,y)f(y)

Hence h(x,y) = f(z)/f(y) and thus fo(x) = (f(z)/f(y))fe(y). This implies that

fo(x)/f(z) = fo(y)/f(y) or r(x) = r(y). Hence for each x and y in X — N, L(x) = L(y)
if and only if r(x) = r(y) and thus L and r induce the same partition of X, a.e.[P].
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3 Likelihood Statistic

We shall call a statistic T a likelihood statistic if the partition of X induced by T
coincides with the partition of X induced by the likelihood map L, a.e.[P]. The like-
lihood statistic is essentially unique up to a one to one equivalence. Clearly L is a
likelihood statistic and by Theorem 1, r is also a likelihood statistic. The definition
of likelihood statistic implies that a likelihood statistic is minimal sufficient if and
only if the likelihood map is minimal sufficient. Hence when €2 is countable, or more
generally when F is continuous on 2, a likelihood statistic is minimal sufficient. The
Likelihood statistic guides statistical analysis in almost all areas of application. Some
important likelihood statistics, for example, (Z,s2), arise from the likelihood function
with a normal random sample. The next theorm gives a simple criteria to establish
the minimal sufficiency of such statistics.

Theorem 2. Suppose 0y is an arbitrary but fixed point in € such that for each x in
X — N, fo,(x) > 0. Suppose t is a statistic such that for each ¢ in 2, ggg, (t(7)) =
fo(w)/ fo,(x) is a function of t(z) for z in X — N. If ggje,(t()) = gga, (t(y)), € in
implies that t(x) = t(y), then t is a likelihood statistic.

Proof. For each z and y in X — N, t(z) = t(y) implies that ggjs, (t(z)) = 9o, (t(y))
and hence that fyp(z)/fo,(x) = fo(y)/fo,(y). This in turn implies that fy(zx) =
(fao (@), fau () fol) and that fo(y) = (Fao (1), foo (2)) fol@). Hence R(fy()) = R(fo(y))
and thus L(z) = L(y). Now for each x and y in X — N, let L(x) = L(y). Then by
definition R(fg(x)) = R(f¢(y)). Thus there is a nonnegative function h(z,y), free of
0, such that for each 6 in €, fyp(z) = h(x,y)fo(y). But, as in the proof of Thearem 1,

Wz, y) = £(x)/f(y). Hence for each 0 in ©, fo(x) = (/(x)/f(s))fo(y). The last equa,
tion implies that for an arbitrary but fixed point 6y in Q, fy, (z) = (f(x)/f(y)) fo, ().

Hence for each 0 in €, fo(x)/ o, (2) = fo(y)/ o, (y) OF Gojay (E(x)) = Gojay (£(y)) and thus
by the assumption ¢(z) = t(y). Since for each z and y in X — N, t(z) = t(y) if and
only if L(z) = L(y), the partition of X induced by ¢ coincides with the partition of X
induced by L, a.e[P] and hence t is a likelihood statistic.

When ) is Countable or more generally when F is continuous on §2 the likelihood
statistic ¢ in Theorem 2 is minimal sufficient. When the Continuity Condition is not
fulfilled the criteria given in the next theorem may be used to establish the minimal
sufficiency of the statistic ¢.

Theorem 3. Suppose F is separable and Fy = {fp(x) : 0 € Qp} is dense in F. Define
9o16,(t(x)) as in Theorem 2. If gy, (t(x)) = gaje, (t(y)), 0 in Q, results in t(x) = t(y)
then t is a minimal sufficient statistic for P.

Proof. Consider L|Q, the restriction of the likelihood map L to €. A similar ar-
gument as in the proof of Theorem 2 implies that L|Qg(x) = L|Q(y) if and only if
t(z) = t(y),a.e.[P]. Thus both L|Qg and ¢ induce the same partition of X, a.e.[P]. But
L|Q is minimal sufficient under the Separability Condition for P, hence ¢ is minimal
sufficient for P.

Note that the Separability Condition holds when X is a Fuclidean space. Hence the
criteria in Theorem 3 are widely applicable. In practice the conditions of Theorems
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2 and 3 are verified by showing that t(x) = t(y) is a 6-free solution to the equation
9o16, (t(z)) = gpje, (t(y)), for & in Q for the continuity case and for 6 in Qg for the
separability case.

4 Examples

1. Consider a random sample from the Normal (0, 03) distribution with o2 known
and (0,03) in R x RT (location normal model). If 6y = 0 and t(z) = Z then

goja, (t(x)) = eXp(——(92 — 20z)). For each 0 in R, gy, (t(7)) = gojg, (t(y)) if

and only if for each ¢ in R, exp(Z3 (yc y)) = 1. A 6-free solution to the equation

is z = y. Hence t(x) = t(y) and thus t(x) = Z is a minimal sufficient statistic.
2. Consider a random sample from Normal (u,0?) distribution with u,o? both

unknown and 6 = (u1,0%) in R x R (location-scale normal model). If 6y = (0, 1)
and t(x) = (Z,s2) then

n nu n 1 B nuf (n—1) 1
goj9, (t(z)) =0 eXP(—ﬁ - 5(— -Dz* 4+ = 27T 2 (; —1)s7)-

For each 6 in R x R™, ggjg,(t(x)) = gpje, (t(y)) if and only if for each p in R and
each o2 in R?,

n,1 n , . (n=1) 1 9 9
exp(~ 2 (g~ )@ — ) + e =)~ "o (-2 = 1
A f-free solution to the equation is Z = 7 and s2 = s . Hence t(z) = (7,52) =

(7, s y) = t(y) and thus t(z) = (Z, s2) is a minimal sufﬁment statistic.
3. Consider a random sample from an exponential model with probability density
fo(x) = 7(0) exp{t1(z)@1(0) + - - + tr(x)r(0) }h(z)

where 1,1(6),- -, ¢r(0) are linearly independent on € (exponential family). If

t(z) = (t1(z), -+ ,t,(x) then
Gojo, (t(2)) =

exp{zt —¢i(6o))}
For each 0, ggja, (t(7)) = ggjg,(t(y)) if and only if for each 0,

eXp{Z ¥)(pi(0) — @i(fo))} = 1-

A f-free solution to the equatlon is t;(x ) =t;i(y) for i = 1,--- ,r. Hence t(z) =

t
(tr(2), - s tr(@)) = (02(y), -~ 4 (y)) = t(y) and thus ¢(z) = (G (2),-- - tr(z))

is a minimal sufficient statistlc
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4. Consider a random sample from Uniform (0, §) distribution, 6 > 0. If 6y = 1 and
t(z) = T(p) = max(x1,- -+ ,Z,) then 9616, (t(x)) = 9_”.7[90(”), )(9) For each 6 > 0,
9010, (L(x)) = goja, (t(y)) if and only if for each 6 > 0, Ij; ) ) (0) = Ijy ) 00)(6).
A f-free solution to the equation is x(,) = y(,). Hence t(z) = t(y) and thus

t(z) = x(,) is a minimal sufficient statistic.
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