Probability and Stochastic Processes | - Lecture 16

Michael Evans
University of Toronto
http://www.utstat.utoronto.ca/mikevans/stac62/STAC622023.html

2023

Michael Evans University of Toronto http://\Probability and Stochastic Processes | - Lectt



[11.4 Expectations for Random Vectors

Definition 111.4.1 For random vector X € R¥, the mean vector of X is
/
me = E(X)=( E(X), EOQ) ... E(X))
/
= ( My Moo oo Mg )

provided each E(X;) = y; exists. If each E(X;) is finite (so E(X) € R¥)
then the variance matrix of X is given by

Sx = Var(X)
E (X —puy)?) s E((O = ) (X — 1y )
_ E((Xe—p)(X1—py)) o E((Xe—pp) (Xk — 1y))
E((Xk_.uk')(Xl_.ul)) E((Xk'_yk)2)

provided each E ((X,- —u) (X — yj)) for i # j exists. W
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notes
1. If E|X;| < oo for i = 1,, k then py € RX.

2. The covariance between r.v.'s X; and X; is defined by

Cov(Xi, Xj) = E ((X,- — ) (X — Vj))

and so Cov(Xj, Xj) = Cov(X;, Xj) (Cov is symmetric) and
Cov(X;, Xi) = Var(X;) and so

£x = (Cov(X;, X;)

where we have written the matrix in terms of its (7, j)-th element.

3. If Cov(Xj, X;) is finite for every i and j, then Xx € R¥*k and it is
symmetric.

4.1f X = (Xj) € R¥*!'is a matrix of r.v.’s, then the expected value of
this random matrix is defined to be E(X) = (E(Xj;)) when each E(Xj)
exists and E(X) € R**/ when each E(Xj) is finite.
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Zx = Var(X)
(X1 —py)? s (X = ) (Xk — )
_ (Xo = pp) (Ko —py) o (Xo— pp) (Xk — 1)
K= p)a—py) o (K= p,)?

= E((X—m)(X—my))

6. Exercise 111.4.1 When X is a r.v. prove that £(X?) < co implies that
E(X) is finite. When X and Y are r.v.'s and E(X?) < 00, E(Y?) < 0
prove that E(XY) is finite. Use these results to prove that if E(X?) < oo
foralli=1,... k, then x € Rk*k.

7. Exercise 111.4.2 When r.v.'s X and Y satisfy E(X?) < 00, E(Y?) < o0
prove that Cov(X,Y) = E(XY) — E(X)E(Y). Extend this result to
random vectors X to show that Xx = Var(X) = E(XX') — pypk.
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Proposition 111.4.1 Suppose X € R¥ is a random vector and Y = a+ CX
where a €R!, CER'** are constant.

(i) If uy € R¥, then py =a+ Cpy € R'.
(i) If Zx € RX, then Ty = CExC' € R,
Proof: (i) uy = E(Y) = E(a+ CX) = a+ CE(X) since
E(a; +Zj~;1 ciXj) = ai + Zj 1 GiE(X;) by the linearity of E (using the
fact here that E(X) € R') which establishes the result.
(ii)
Ty = Var(Y)=E((Y —py)(Y —py))
= E((a+CX—(a+Cpuy))(a+ CX—(a+Cpy)))
= E(C(X—px) (X~ pg)'C")
= CE((X — py)(X — py) C') using linearity of E
= CE((X—mux)(
— (xC. W

X — py)")C’ using linearity of £
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Proposition 111.4.2 (i) If X is a r.v. and Var(X) =0, then
P(X =puy) =1
so X has a probability distribution degenerate at a constant.

(ii) If X € R is a random vector £x € R¥*¥ and ¢ € R¥ is constant then
c’Yxc > 0. So any variance matrix is positive semidefinite (p.s.d.).

(iii) If ¢Xxc = 0 for some ¢ # 0, then the probability distribution of X is
concentrated on the affine plane sy + L {c}.

Proof: (i) Var(X) = E((X — puy)?) = 0 iff
1= P((X —px)? =0) = P(X — py = 0) = P(X = puy).

(i) Consider r.v. Y = c’X. Then, by Prop. 111.4.1(ii),
Var(Y) = c’Exc > 0 since a variance is always nonnegative.

(iii) Suppose ¢’Xxc = 0 and consider Y = ¢’X. Then by (i) and (ii)
1 = P(Y=py)=P(X=cpy)=P(c'(X-py)=0)
= P(X—px € L{c}) = Px(px + L {c}). W
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note

- since £x € R¥*¥ is p.s.d. then the spectral decomposition gives

Yx = QAQ where Q= ( q1 -+ qx ) € R**¥is orthogonal and
A= diag()\l,...,)\k) with Ay > Ay > - > A, >0

-ifc € R¥thenc= Qa=Y*,a;q;and s0 0 < ¢'Zc =¥ ; A;a? and
c/Yc = 0 iff a; = 0 whenever A; > 0

- therefore, if Ay > Ap > --- > A; >0 and /\H-l:"':/\k:O: then
cXc=0iffcel{qit1,..-, 9k}

- this implies Px (ux + L{q1,...,q/;}) =1
- so Xx is p.d. iff Ay > 0 which holds iff Xx is invertible

Exercise 111.4.3 Prove that, if X € R¥*! is a random matrix such that
each E(X;) is finite and A € RPX9, B € RP*k C € R'*9 are fixed, then
E(A+ BXC) = A+ BE(X)C.
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Example 111.4.1 X ~ Ny (p,X)
- consider first Z ~ N (0, /) which has density

(2m) 72 exp(—27 /2)
1

(271) K2 exp(—2'2/2) = :

and so 73, ..., Z ihld- N(0,1) which implies E(Z;) =0, Var(Z;) =1
- also, when i # j
Coz.z) = Ezz)= [ [ 57
= / zi(271) Y2 exp(— 22 /2) dz,-/ 21(27'[)*1/2exp(—zj2/2) dz;
— EZ)E(Z) =0

-so E(Z) =0,Var(Z) = |
-if & = XV2581/2 Z ~ Ni(0,1) then X = g+ X/2Z ~ Ny (1, Z) and

exp(—(27 + 27)/2) dz; dz;

E(X) = u+X2E(Z) = p, Var(X) =XV 2Var(Z)x¥? =x1/2512 =%
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Exercise 111.4.4 Suppose X ~ Ni(p, Z). Determine E(X'X).

Exercise 111.4.5 Suppose X ~ multinomial(n, p1, ..., px ). Determine piy

and Xx.

Exercise 111.4.6 The correlation between r.v.'s X and Y is defined by
Cov(X,Y)

Pxy = Corr(X,Y) = SA(X)Sd(Y)
where Sd(X) = +/Var(X) is the standard deviation of X.

(i) What has to hold for p,, to exist and provide sufficient conditions.
(ii) Prove that for constants a, b, ¢, d then

Corr(a+ bX,c+dY) = Corr(X,Y)

provided b > 0,d > 0. What happens when b = 0? What happens when
b<0,d>0andwhen b <0,d <0?

(iii) Suppose Y 2" a+ bX. What is Corr(X, Y)?

(iv) Suppose X ~ U(0,1) and Y = X2. Determine Corr(X,Y).

(v) Suppose X ~ U(—1,1) and Y = X2. Determine Corr(X, Y). Are X
and Y independent?
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[11.5 Expectations and Independence

- if we have two collections of r.v.'s {Xs : s € S}, {Y;: t € T} then these
collections are statistically independent if for any finite subsets
{st,....sm} C S, {t1,...,ta} C T, the joint cdf satisfies

51 veeer Xsm Ve e an)(Xlr---me:YL---yYn)

= FixgXo) (X Xm) Py, vy (1o vn)

for all xl,...,x,,,,yl,...,y,,eF\’1

- recall that the Extension Thm then implies

for any By € B™, B, € B"
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Proposition 111.5.1 If X € R and Y € R/ are statistically independent
independent random vectors and

h: (RK,B) — (R}, BY), hy: (R, B") — (R, BY)
then hy(X) and ho(Y ) are statistically independent and when
E(h2(X)) < oo, E(h3(Y)) < oo then

E(h(X)h(Y)) = E(h(X))E(h2(Y)).
Proof: We have
Fim x).ho(v)) (X, ) = P(h(X) < x, h2(Y) < y)

- <xeh1 (Y €ty

= v) (hr (=00, x] x hy*(—c0, y])

= Px(hl (=00, x]) Py (hy (=00, y]) = F, (x) (x) Fiy(v) ()
for every x and y so h1(X) and hy(Y) are statistically independent.
Suppose h1 = Y_; aila;, ho = ¥ bjlp; are simple functions. Then

y) = Yo aibjla,(x)le,(y) = Y aibyla s (x.y)
1) ij
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is also simple and

E(m(X)ha(Y)) =} aibjPxy)(Ai x B))
= ia,-bij(A,-)Py(Bj)
= ia;PX(A;)ijPy(Bj)
= El(hl(X))E(/:z(Y))

as required. The result then follows by proceeding to nonnegative hy, hy by
limits and then to general hy = h1 —h1—, hp = ho. — hy—. I

Corollary 111.5.2 Cov(hi(X), ha(Y)) = 0.

Proof: Exercise 111.5.1
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Exercise 111.5.2 For random vectors X € R and Y € R/ define
Cov(X,Y) = E((X —py)(Y —py)’) provided all the relevant
expectations exist.

(i) Give conditions under which Cov(X,Y) € RK*/.

(ii) Assuming Cov(X,Y) € R**/ and

ac RP,be R, Ac RP*k B e R are constant then determine
Cov(a+ AX,b+ BY).

(iii) Assuming Cov(X,Y) € R**/ and X and Y are statistically
independent, then determine Cov(X,Y).

Exercise 111.5.3 For random vector X € R with Xx € R¥*k the
correlation matrix is defined by Corr(X) = Rx = Dy 'ExDy! where

Dx = diag(Sd(Xy), ..., 5d(X1)) = diag(\/T11. .., /Tke)-

(i) Show that the (7, /)-th element of Rx is Corr(Xj, X;).

(i) Suppose Y = DX where D = diag(di, ..., dx) with d; > 0 for
i=1,..., k. Show Corr(Y) = Corr(X).

(iii) Suppose in (ii) that D is not diagonal with positive diagonal, is it true
that Corr(Y) = Corr(X)?
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